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Introduction
● Computer-aided synthesis planning (CASP) is one of the core 

technologies enabling computer-aided drug discovery. 
● Machine learning-based CASP systems consist of a single-step 

retrosynthesis model and a planning algorithm [1].
● State-of-the-art single-step retrosynthesis models like 

Chemformer are too slow to be successfully incorporated into 
CASP systems in production [2].

● Transformers for SMILES-to-SMILES transformations need 
accelerated inference.

● Besides retrosynthesis, transformer-based AI-assistants for 
reaction prediction like IBM RXN could also benefit from 
inference acceleration.
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Accelerating the inference of string generation-based chemical reaction models 
for industrial applications 

Research question
● How to accelerate the inference of the SMILES-to-SMILES 

encoder-decoder transformer for reaction modeling without 
compromising on accuracy?

Results
● We reimplement the Molecular Transformer [3] in Pytorch Lightning.
● We accelerate greedy and beam search decoding from Molecular Transformer by ~3-4 times without 

losing in accuracy.

Method
Chemical insight
In both reaction product prediction and single-step retrosynthesis (Fig. 2), large fragments of the source 
molecule remain unchanged. Therefore, in both tasks the target sequence tends to have a lot of common 
substrings with the source sequence (Fig. 1).
Speculative decoding
Recently, a method of LLM inference acceleration called “speculative decoding” was proposed [4, 5]. It is 
bases on the draft-and-verify idea:
1. Try to “guess” the continuation of the generated sequence by attaching some draft sequence to the 

tokens already generated.
2. Accept or discard tokens from the draft sequence in one forward pass.
In our method, substrings of the source sequence serve as drafts which we verify and parallel, selecting the 
best one.

Fig. 1. Example of product prediction acceleration with speculative decoding. The product can be constructed out of subsequences of the source SMILES. 
With draft length 4, the product needs 9 model runs instead of 39.

Decoding Time, minutes

Greedy (BS 1) 61.8 ± 5.88

Greedy speculative (BS 1, DL 4) 26.04 ± 2.07

Greedy speculative (BS 1, DL 10) 17.06 ± 0.25

Greedy (BS 32) 4.13 ± 0.06

Fig. 2. SMILES-to-SMILES translation works in both directions.

Decoding Time, minutes

Beam search (5 BW, 5 best) 36.7 ± 0.3

Speculative Beam Search 
(10 DL,5 best) 9.9 ± 0.1

Accuracy Beam search Speculative Beam 
Search

TOP-1, % 52.07 52.07

TOP-3, % 75.16 75.16

TOP-5, % 82.07 82.07

Table 1. Wall time in product prediction on USPTO MIT. 
BS is batch size, DL is draft length.

Table 2. Wall time in single-step retrosynthesis on USPTO 50k. 
BW is beam width. DL is draft length.

Table 2. Wall time in single-step retrosynthesis on USPTO 50k. 
BW is beam width.

Results
● We test our speculative decoding approach in product prediction on USPTO MIT and single-step 

retrosynthesis on USPTO 50K.
● The method accelerates greedy decoding by more than 3 times without any loss in accuracy.
● We replace beam search with speculative greedy decoding and accelerate inference by almost 4 

times but with some loss in accuracy.
● Accelerating beam search with no loss in accuracy is also possible! See the arXiv preprint!

TLDR: In reaction prediction, copy SMILES substrings from the source to the target for faster inference. Implement speculative decoding.


