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Figure 1) The block diagram shows effects steps and the potential hazard of nanoparticles with external and internal 

way.
Figure 2) Schematic of multi-component nanoparticles (MC NPs) including core, shell and coating with modification.

Number of 

features
Model RMSECV R2

CV RMSETest R2
Test

RMSETest over 

endpoint range (%)
Feature description*

314

CatBoost 0.602 ± 0.013 0.903 ± 0.005 0.623 0.886 6.49%

All cell information

& SDEC FP

ExtraTrees 0.818 ± 0.032 0.820 ± 0.019 0.704 0.855 8.83%

SVR 0.691 ± 0.038 0.871 ± 0.021 0.633 0.883 7.46%

XGBoost 0.638 ± 0.073 0.889 ± 0.026 0.672 0.868 6.88%

GBR 0.662 ± 0.022 0.883 ± 0.007 0.776 0.823 7.14%

RandomForest 0.776 ± 0.021 0.839 ± 0.012 0.705 0.854 8.37%

MLP 0.743 ± 0.009 0.852 ± 0.011 0.667 0.87 8.02%

Transformer 0.717 ± 0.046 0.861 ± 0.026 0.72 0.848 7.74%

150

CatBoost 0.652 ± 0.047 0.885 ± 0.017 0.703 0.855 7.04%

Cell names &

aggregated SDEC FP

ExtraTrees 0.885 ± 0.020 0.790 ± 0.011 0.75 0.835 9.55%

SVR 0.727 ± 0.033 0.857 ± 0.020 0.617 0.888 7.85%

XGBoost 0.698 ± 0.059 0.869 ± 0.021 0.691 0.86 7.53%

GBR 0.698 ± 0.072 0.868 ± 0.028 0.69 0.86 7.53%

RandomForest 0.833 ± 0.015 0.814 ± 0.002 0.736 0.841 8.99%

MLP 0.778 ± 0.048 0.837 ± 0.025 0.76 0.831 8.39%

Transformer 0.806 ± 0.049 0.824 ± 0.030 0.673 0.867 8.69%

130

CatBoost 0.691 ± 0.029 0.872 ± 0.005 0.649 0.877 7.45%

Cell names 

& aggregated SDEC FP 

without spin

ExtraTrees 0.987 ± 0.039 0.739 ± 0.013 0.817 0.804 10.65%

SVR 0.775 ± 0.013 0.839 ± 0.012 0.635 0.882 8.36%

XGBoost 0.725 ± 0.024 0.859 ± 0.006 0.697 0.858 7.83%

GBR 0.706 ± 0.040 0.866 ± 0.010 0.703 0.855 7.62%

RandomForest 0.859 ± 0.008 0.802 ± 0.011 0.728 0.845 9.27%

MLP 0.822 ± 0.044 0.817 ± 0.029 0.744 0.838 8.87%

Transformer 0.816 ± 0.022 0.821 ± 0.018 0.74 0.84 8.80%

Table 1) Performance metrics of machine learning models with different feature combinations.

Figure 7) Parity plot comparting predicted and experimental 

values for the CatBoost regressor model with 130 features.
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Figure 3) Pipeline diagram of entire model development. (A) Model development pipeline diagram from data preprocessing to model deployment. (B) SDEC FP calculation schematic diagram with simple example in dataset. (C) Detailed 

pipeline diagram of model development and validation from data separation to final test. (D) Detailed pipeline diagram of modified KFold cross validation in selection of feature number and hyperparameter optimization (K=3, folding three 

times in above way)
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Figure 6) Predicted pIC50 values by cell lines (A) Prediction value of SVR with 150 features according to 110 cell lines. (B) Prediction value of CatBoost with 130 features according to 110 cell 

lines.

Figure 5) Data distribution for the endpoint and feature space visualization: training vs test dataset. Histogram showing the distribution of endpoints (pIC50) 

across train (blue) and test (red) datasets, demonstrating balanced representation of endpoints. (B) Principal Component Analysis (PCA) visualization of the 

130-feature dataset. Train (blue) and test (orange) sets show similar distribution patterns. (C) Uniform Manifold Approximation and Projection (UMAP) plot 

for the 130-feature dataset revealing the underlying structure of the data in two dimensions, with consistent distribution patterns between train (blue) and test 

(orange) datasets.
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Figure 4) Heatmap visualizes the distribution of different cell lines across data points, with color intensity 

indicating the frequency of cells. (A). Periodic table highlights compositional complexity of MC-NPs in the dataset 

with color gradient indicating the frequency of each element’s occurrence (B). Scatter plot demonstrates the 

relationship between diameter of MC-NPs (1-700 nm) and cytotoxicity (pIC50). Higher cytotoxicity was observed 

among MC-NPs with diameter smaller than 5nm. (C)
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Figure 8) Web interface of NanoToxRadar and distribution of nanotoxicity prediction results across cell types. (A) User interface for query NP 

include core, shell, doping, and coating compositions with doping ratio and diameter. (B) Radar plot shows the distribution of pIC50.
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