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1860-1960: Origins of QSAR: Quantitative Structure Activity Relationship  Drug Design



Hugo Kubinyi [2002] From narcosis to hyperspace: The history of QSAR. Quantitaive Structure-Activity Relationships, Vol. 21, pp. 348-356..





Linear Regression

ො𝑦 =

𝑗=0

𝑀

𝑤𝑗𝑥𝑗

ො𝑦 = 𝑤0 + 𝑤1𝑥1 + 𝑤2𝑥2 +⋯+𝑤𝑀𝑥𝑀

Terminology:

𝑥𝑖 descriptors, features (𝑖 = 1. .𝑀)

𝑦𝜇 responses (𝑖 = 1. . 𝑁)

𝒙 data record

𝑿𝑁𝑀 data matrix

𝑁 number of data patterns

𝑀 number of features

ො𝑦𝜇 predicted responses(𝜇 = 1. . 𝑁)

𝑤 weight vector

Linear Regression Model
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Linear Regression Model

How good is the model?  Loss function

𝐿𝑀𝑆𝐸 =
1

𝑁


𝜇=0

𝑁

𝑦𝜇 − ො𝑦𝜇 2

mean squared error loss function

How to make a linear model?

𝒚 = 𝑿𝑁𝑀𝒘

𝒘 = 𝑿𝑁𝑀
𝑇 𝑿𝑁𝑀

−1𝑿𝑁𝑀
𝑇 𝒚

possible answer



Linear Regression Model

𝒚 = 𝑿𝑁𝑀𝒘

ො𝑦 =

𝑖=0

𝑀

𝑤𝑖𝑥𝑖

ො𝑦 = 𝑤0 + 𝑤1𝑥1 + 𝑤2𝑥2 +⋯+𝑤𝑀𝑥𝑀

Prediction model for a single data pattern

Model for all data

How to find the weight vector?: solution

How good is the model?

What can we learn from a model: XAI (explainable AI)?

Is this the best possible model?

𝑿𝑁𝑀
𝑇 𝒚 = 𝑿𝑁𝑀

𝑇 𝑿𝑁𝑀 𝒘

𝒘 = 𝑿𝑁𝑀
𝑇 𝑿𝑁𝑀

−1𝑿𝑁𝑀
𝑇 𝒚

How good is the model?  Loss function

mean squared error loss function

Does the model predict well on new data?
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Linear Regression Model
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Generating Descriptors (features/attributes) for Molecules in QSAR:

unstructured data  structured data

descriptors response ID#



Working with standardized (scaled) data in Linear Regression

(structured) raw data (structured) scaled data

scaling

𝑦𝑖
′ =

𝑦𝑖 − ത𝑦

𝜎𝑦

𝑥𝑗
′ =

𝑥𝑗 − ҧ𝑥

𝜎𝑥

standardizing inputs and outputs

D. W. Marquardt [1948] You should standardize the predictor variables in your regression Models. Journal of the American Statistical Association, Vol. 75, pp.87-91.



Working with training and validation (test) sets in QSAR

• Split data in  training set and validation (test) set

• Training set (80% of data patterns): to build the model

• Validation (test) set (20% of data patterns): to see how well model works on new data

• Error metrics for a regression model: 𝐿𝑀𝑆𝐸 , 𝑟
2 and 𝑅2, 𝑞2 and 𝑄2

• How well does the model generalize? 𝑟2 and 𝑅2 on validation data set
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QSAR Model for Hansch’s HIV Data

• Split data in  training set and validation set

• Training set (80% of data patterns): to build the model

• Validation (test) set (20% of data patterns): to see how well model works on new data

• Error metrics for a regression model: 𝐿𝑀𝑆𝐸 , 𝑟
2 and 𝑅2, 𝑞2 and 𝑄2

• How well does model generalize? Evaluate 𝑟2 and 𝑅2 on validation data set

R. Garg, S. P. Gupta, H. Gao, M. S. Babu, A. K., Debnath, and C. Hansch [1999] Comparative Quantitative Structure-Activity Relationship Studies on Anti-HIV Drugs. 
Chemical Review, Vol. 99, pp. 3525 - 3601.

Linear Regression Model

BIAS



Applying linear regression for QSAR on Hansch HIV  data

• Structure data: Make descriptors for Hansch data (e.g., MOE descriptors)

- 64 data records (N)

- 184 descriptors (M)

• Standardize (scale) data

• Split data in training data and validation (test) data

• Apply linear model on training data

• See how well linear model works on validation (test) data

• What can we learn from a model?

Factor Analysis:  To determine most important descriptors

R. Garg, S. P. Gupta, H. Gao, M. S. Babu, A. K., Debnath, and C. Hansch [1999] Comparative Quantitative Structure-Activity Relationship Studies on Anti-HIV Drugs. 

Chemical Review, Vol. 99, pp. 3525 - 3601.



Problem: Ill-conditioned matrix because 𝑀 > 𝑁 (i.e., Matrix inverse does not exist)

𝒘 = 𝑿𝑁𝑀
𝑇 𝑿𝑁𝑀

−1𝑿𝑁𝑀
𝑇 𝒚

Solution: 1. Use less descriptors (make 𝑀 < 𝑁)

2. Get more data

3. Mathematical tricks

𝒘 = 𝑿𝑁𝑀
𝑇 𝑿𝑁𝑀 + λ𝑰𝑀𝑀

−1𝑿𝑁𝑀
𝑇 𝒚 (λ is a small regularization or ridge parameter)

Math Solution #2: Partial Least Squares (PLS) methods

Math Solution #3: Principal Component regression (PCR)

Math Solution #4: Iterative methods (e.g., stochastic gradient descent)

More math solutions: Support Vector Machines (SVMs), Lasso, ...

Math Solution #1: Tikhanov regularization

Problem with Hansch HIV data



• 64 data records, 184 MOE descriptors (features)

• Random split into 50 training data and 14 validation (test) data

• Build model: Apply linear regression on training data with small ridge parameter

• Test model performance on  validation (test) data

• Results

Conclusion: Works perfect on training data. 

Does not work well on validation data. Can we do better?

QSAR Model for Hansch’s HIV Data: Linear Regression 
𝒘 = 𝑿𝑁𝑀

𝑇 𝑿𝑁𝑀
−1 𝑿𝑁𝑀

𝑇 𝒚 = 𝑿𝑁𝑀
𝑇 𝑿𝑁𝑀

−1𝑿𝑁𝑀
𝑇 𝒚



What is PLS? Projection to Latent Structures
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PLS: Partial Least Squares

PLS: Projection to Latent Structures

PLS: Please Listen to Svante

March 14, 1941 - January 4, 2022

Svante Wold



PLS: Partial Least Squares (Hansch HIV  data)

q2     Q2 MSE    MAE     Method

0.3924  4.2144  1.562  1.369    Standard linear method

0.1836  0.3139  0.426  0.363    Linear with regularization (lambda = 500)

0.3278  0.5642 0.572  0.454    PLS 3 latent variables

0.1732  0.3382  0.443  0.371    PLS 2 latent variables

0.2805  0.3673  0.461  0.347    PLS 1 latent variable

Linear Model with matrix inverse and λ= 0.001 Linear PLS Model with 2 latent variables



Logistic Regression (Hansch HIV  data)

q2     Q2 MSE    MAE     Method

0.1836  0.3139  0.426  0.363    Linear with regularization (lambda = 500)

0.1732  0.3382  0.443  0.371    PLS 2 latent variables

0.1614  0.2050  0.345  0.288    Logistic regression (3 its, early stopping)

0.7291  4.4725  1.609  1.436    Classic second-order logistic regression

0.4834  1.3731  0.892  0.730    Deep Learning

Linear PLS Model with 2 latent variables Logistic regression model



Logistic Regression: Basic Idea

𝑧 =

𝑗=0

𝑀

𝑤𝑗𝑥𝑗

𝑧 = 𝑤0 + 𝑤1𝑥1 + 𝑤2𝑥2 +⋯+𝑤𝑀𝑥𝑀

Logistic Regression Model

How good is the model?  Loss (error) function

Cross-entropy loss function

ො𝑦 =
1

1 + 𝑒−𝑧

How to make a logistic regression model?

Gradient Descent

𝒘 𝐼+1 = 𝒘 𝐼 − η
𝑑𝐸

𝑑𝒘

∆𝑤𝑗 = η 𝑦𝑗 − ො𝑦𝑗 𝑥𝑗
Why a cross-entropy loss function?

Answer: Predictions are now class probabilities

𝐿𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = −

𝜇=1

𝑁

𝑦𝜇𝑙𝑜𝑔 ො𝑦𝜇 + 1 − 𝑦𝜇 𝑙𝑜𝑔 1 − ො𝑦𝜇

bias



early stopping point

Logistic regression with batch regression and early stopping



REM MAKE LOGISTIC REGRESSION MODEL

REM SCALE DATA

mje han --SCALE_LOGISTIC

REM SPLIT DATA

mje han.txt --SPLITT_BIG

REM MAKE LOGISTIC REGRESSION MODEL

mje han.pat --IRS2

pause

REM ERROR PROGRESSION

mje han.pat --ERR

REM DO METRICS

mje resultss.ttt --DESCALE_LOGISTIC

mje results.ttt --METRICS

mje results.ttt --RESIDUAL

mje results.ttt --SCATTER_PLOT

REM FACTOR ANALYSIS

mje han.pat --FAC_LR2

Working with scripts (logistic regression example)



Regularization in a Linear Regression Model:

Split data into: training set, tuning set, validation set

• How many principal components to include in a PCR model?

• How many latent variables to consider in a PLS model?

• What is a good value for the regularization parameter or λ?
• Early stopping point?



Principal Component Regression (PCR)
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Basic Idea: Orthogonal coordinate transformation

Project data on eigenvectors of the correlation matrix

Question:   How many eigenvectors to consider?

𝑅𝑀𝑀 =
1

𝑁 − 1
𝑿𝑁𝑀
𝑇 𝑿𝑁𝑀

Correlation Matrix

𝑋𝑁𝑀 = 𝑇𝑁𝐻𝐵𝐻𝑀
𝑇𝑁𝐻 = 𝑋𝑁𝑀𝐵𝑁𝐻

𝑇

Eigenvector Decomposition of data matrix

𝒘 = 𝑻𝐻𝑁
𝑇 𝑻𝑁𝐻

−1𝑇𝑁𝐻
𝑇 𝒚

Problem Reformulation

Key Question: How many principal components?



Principal Component and PLS-Score Plots for Hansch Dataset



How to deal with small data sets? Cross-Validation

Basic idea of 5-fold cross-validation

Alternatives:

• K-fold cross-validation

• Leave-one-out validation

• Bootstrapping

Svante Wold’s cartoon QSAR data:

N = 19 data records, M = 7 features

Svante Wold, Michael Sjoestroem, Lennart Eriksson [2001] PLS-regression: a basic tool of chemometrics. Chemometrics and Intelligent Laboratory Systems, Vol. 58, pp. 109-130.

q2      Q2 MSE    MAE     # latent variables in PLS

0.6912  0.7011  2.248  1.758               1

0.6364  0.6443  2.155  1.787               2

0.5207  0.5516  1.994  1.768               3

0.6207  0.8943  2.539  1.882               4

0.6753  1.3177  3.081  2.106               5



Active Learning



Yuri Khalak, Gary Tresadern, David F. Hahn, Bert L. de Groot, and Vytautas Gapsys [2022] Chemical space exploration with active learning and alchemical free energies.
Journal of Chemical Theory and Computing, Vol 18(10), pp. 6259-6270.

Active Learning



Stochastic Gradient Descent: Delta Rule

∆𝑤𝑗 = η 𝑦𝑖 − ො𝑦𝑖 𝑥𝑖

Initialize weights (random)

Apply one pattern

Update weights according to:

𝐼 is the iteration index
η is the learning parameter

𝑎 𝑔𝑜𝑜𝑑 𝑐ℎ𝑜𝑖𝑐𝑒 𝑖𝑠 η =
1

𝑀𝑁

𝐿𝑀𝑆𝐸 =
1

𝑁


𝜇=1

𝑁

𝑦𝜇 − ො𝑦𝜇 2 𝐸 =
1

2


𝜇=1

𝑁

𝑦𝜇 − ො𝑦𝜇 2

𝑤 𝐼+1 = 𝑤 𝐼 − 𝜂
𝑑𝐸

𝑑𝑤

∆𝑤𝑗 = η 𝑦 − ො𝑦 𝑥𝑗

∆𝑤𝑗 = ηδ𝑥𝑗



Stochastic and Batch Gradient Descent for Linear Regression

𝑤𝑗
𝐼+1

= 𝑤𝑗
𝐼
− 𝜂

𝑑𝐿𝐸𝑁𝑇
𝑑𝑤

∆𝑤𝑗 = η 𝑦 − ො𝑦 𝑥𝑗 = η𝛿𝑥𝑗

𝑤𝑗
𝐼+1

= 𝑤𝑗
𝐼
+ ∆𝑤𝑗

Stochastic Gradient Descent Batch Gradient Descent

𝒘 𝐼+1 = 𝒘 𝐼 − 𝜂𝛻𝐿𝐸𝑁𝑇

∆𝒘 = η𝑿𝑀𝑁
𝑇 𝜹

𝒘 𝐼+1 = 𝒘 𝐼 + ∆𝒘

𝜹 = 𝒚 − ෝ𝒚

• Update weights after each pattern

• Learning rate η =
1

𝑁𝑀

• Update weights

- after showing all patterns (epoch)

- after showing mini-batch of patterns

• Learning rate η =
1

𝑁



Better models through Regularization: i.e., keep the weights as small as possible

Mean Squared Error Loss Function

Mean Squared Error Loss Function with regularization

This is similar to the maximum margin principle in support vector machines (SVM)

Second objective: Keep weights small

weight regularization objective: minimize 𝒘 2

What is a good value for λ? Requires tuning for λ

1

𝒘 2

𝐿𝑀𝑆𝐸 =
1

𝑁


𝜇=0

𝑁

𝑦𝜇 − ො𝑦𝜇 2

𝐿𝑆𝑉𝑀 =
1

𝑁


𝑖=0

𝑀

𝑦𝑖 − ො𝑦𝑖
2 + λ 𝒘 2



Learning from Data: Factor Analysis

Consider Boston housing data (506 data, 13 features or attributes)

The features associated with the weights in a linear model  importance factors



How can we obtain better predictions (generalization)?

• Get more data: if possible?

• Get better data: active learning

• Use better descriptors

• K-fold cross-validation for small data sets

• Use better loss functions (e.g., regularization)

• Use better models by using advanced math

- better linear models: regularization, PLS, SVM, lasso, ...

- better nonlinear model: logistic regression, neural networks, deep learning



Take-aways

1. Linear regression with regularization is a powerful tool for small data sets

2. The weights in a linear regression model reflect the most important attributes

3. Keeping the weights small is a powerful regularization tool

4. PLS has inherent regularization and is a powerful linear method

5. PLS can also be used for data visualization

6. Neural networks might not work well on small data sets



Take-aways:  Logistic Regression

1. Logistic regression can also be used for regression rather than classification

2. Traditionally logistic regression uses the IRLS algorithm (second-order method)

3. Gradient descent (a neural network method) can also be use for logistic regression

4. Gradient descent is not as aggressive as IRLS for logistic regression  allows for early stopping



Linear Regression: Summary

• Data record (data pattern), attributes (features, descriptors), response

• Structuring QSAR data (with descriptors)

• Standardization (scaling), bias

• Training set, validation set (test set), tuning set

• Loss function (MSE)

• Error metrics: r2, R2, q2, Q2

• Improving generalization (on the validation data)

• Preventing overfitting with regularization and early stopping

• K-fold Cross-Validation (for small datasets)

• Factor Analysis (feature detection)

• Active Learning

• Methods

- Matrix inverse method

- Partial Least Squares (PLS)

- Principal Component Regression (PCR)

- Gradient Descent

- Logistic Regression



I know what I know I know what I don’t know

I don’t know what I know I don’t know what I don’t know




