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understand the toxicity of drugs



Dataset preparation



FAERS database[1]



Some statistics

• Data collection: Q4 2012 – Q3 2024

• Number of unique reports: 17,687,672

• Number of unique drug descriptions: 591,402

• Number of unique adverse effects: 35,966

• Data completeness:
• Sex: 87.2%
• Age: 57.2%
• Weight: 18.9%



MedDRA terms selection[2]

• Standardized medical terminology developed by 
International Conference for Harmonization (ICH)

• Selected HLGT:

• Cardiac arrhythmias

• Myocardial disorders

• Heart Failures

• Pericardial / Endocardial disorders

• Coronary artery disorders

• Cardiac disorders, signs, and symptoms NEC

• Removed PTs:

• Mechanical injuries / complications

• Congenital / infectious conditions

• Total number of descriptions: 123,958



Drug descriptions processing

• Unified within a class

• Offline access to DrugBank[3],
PME[4], ChEMBL[5] 

• Automated queries to several 
online databases and 
resources

• Revertible changes and 
history storage

• Several options for regex-
based string processing, and 
string similarity searches



Drug descriptions processing

• Approximately 85% of drug descriptions were assigned active
ingredient(s)

• Removed: vaccines, immunoglobulins, RNA-based drugs,
peptides, proteins, polymers, probiotics, herbal and
homeopathic formulations, infusion or dialysis fluids,
multivitamins, foods, nutritional preparations, unclear
abbreviations, entries with contradictory results

• Additional string similarity based full record linkage using
prepared mapping and remaining entries

• Final drug descriptions – active ingredients mapping statistics:
• 311,451 drug descriptions with assigned actives
• 8,260 drug combinations
• 4,333 unique drugs



Demographic data processing

• Sex was used without further processing

• Age was binned using FDA classification:

• Neonate (birth - 1 month)

• Infant (1 month – 2 years)

• Child (2-12 years)

• Adolescent (12-21 years)

• Adult (21-65 years)

• Elderly (65-100 years)

• Weight was binned based on quantiles:

• Low (Q0.05 - Q0.33)

• Average (Q0.05 - Q0.67)

• High (Q0.67 - Q0.95)



Disproportionality
Analysis



Disproportionality Analysis

• Disproportionality Analysis:

• Used for early detection of potential ADRs

• Statistical analysis of number of reported 
drug-reaction cases vs expected number

• Frequently used metrics:

• Proportional Reporting Rate[6] (PRR)

• Reporting Odds Ratio[7] (ROR)

• Information Component[8] (IC)



DPA metrics and label assignment



Label confidence scores



Initial models



Train-test split

• Stratified Group 5-Fold split[9] :

o Based on Butina Clustering[10]

o Using Morgan Fingerprints[11]

o Stratified on Class and demographic 
factors



Classical Models



General DL architecture



Results and future

• Classical ML models are weakly
predictive

• DL models overfit to the training test and 
don't generalize

• Next steps:

o Add sample weighting

o Add a second task – predicting
confidence scores/weights directly

o Move from Multi-Instance to Multi-
task setting or build separate models
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Thank you for 
your attention!



Some more slides



Information Component

• Information Component (IC):
oAdapted from Bayesian Neural 

Network

o Includes stabilizing factor 

oEquations taken from M.Fusaroli

oCI based on gamma distribution

• Signal criteria:
oAt least 3 drug-ADR reports

o IC0.025 ≥ 0 for cardiotoxic label 



Dataset selection - Primary vs  Secondary



Dataset selection - DPA metrics



Dataset selection - PT sets



Dataset split



Train and Test properties



Train and Test properties



GNN
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